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*Đề gồm 3 trang*

1. **(0.75 điểm)** Khi xác định cấu hình của mạng nơ ron cho một bài toán phân lớp, căn cứ vào đâu để xác định số nút của tầng nhập và số nút của tầng xuất? Và bằng cách nào xác định số nút thích hợp cho tầng ẩn ?  
   **→ Chương 12**

1. **(1 điểm)**

Điều chỉnh lại giải thuật *lan truyền ngược* để giải thuật này có thể làm việc được với các nút sử dụng hàm kích hoạt *tanh* thay vì hàm sigmoid. Hàm *tanh* được định nghĩa như sau:

*tanh* (*x) =* (*e - e-xyee* + *e-x)*

Tức là điều chỉnh lại qui tắc cập nhật trọng số tại tầng xuất và tầng ẩn. Lưu ý đạo hàm hàm *tanh* có tính chất: *tanh’*(*x*) = 1 - [*tanh*(*x*)]2.  
**→ Chương 7 *(trùng với câu 3.*** [**Fin\_202.pdf\_HKII\_(2020-2021)**](https://docs.google.com/document/d/1DkbvgkUJOOQcx9eNk-DsMT5MwyhNMvLE/edit#)**)**

1. **(1.5 điểm)**

Cho mạng nơ ron có cấu hình như sau:
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Cho các giá trị trọng số và các độ lệch (bias) khởi đầu như trong bảng sau:

w13 w14 w23 w24 w35 w45 w03 w04 w05

0.2 -0.3 0.4 0.1 -0.3 -0.2 -0.4 0.2 0.1

Giả sử hệ số học *7 = 0.6* hàm sigmoid được dùng ở tầng ẩn và tầng xuất, và giải thuật lan truyền ngược được dùng để huấn luyện mạng nơ ron. Nếu mẫu huấn luyện <x*1 =* **0***, x2 =* **1** *và output =* **1**> được đưa vào giải thuật huấn luyện thì các trọng số và các độ lệch *(w03, w04, w05)* sẽ được điều chỉnh lại như thế nào?  
**→ Chương 7 *(trùng với câu 4.*** [**Fin\_202.pdf\_HKII\_(2020-2021)**](https://docs.google.com/document/d/1DkbvgkUJOOQcx9eNk-DsMT5MwyhNMvLE/edit#)**)**

1. **(0.5 pts)** *Li*ệt *kê nh*ững tham số trong mạng nơ ron *RBF mà chúng ta ph*ải x*ác* định *khi hu*ấn luyện mạng nơ ron n*ày.***→ Chương 7**

1. **(0.75 điểm)**
2. Hãy nêu công dụng của hàm kernel đối với máy véc tơ hỗ trợ trong trường hợp dữ liệu không khả tách một cách tuyến tính. (*0.25 điểm*)  
   **→ Chương 8**
3. Giải thích ý nghĩa của các biến bù *Ặ* và thông số *C* trong máy vec tơ hỗ trợ với khoảng biên mềm (soft margin) (*0.5 điểm*)  
   **→ Chương 8**
4. **(1.25 điểm)** Cho tập mẫu gồm 14 mẫu hai chiều như sau:

X1 = (1, 1, 1), X2 = (1, 2, 1), X3 = (2, 1, 1), X4 = (2, 1.5, 1), X5 = (3, 2, 1),

X6 = (4, 1.5, 2), X7 = (4, 2, 2), X8 = (5, 1.5, 2), X9 = (4.5, 2, 2), X10 = (4, 4, 3),

X11 = (4.5, 4, 3), X12 = (4.5, 5, 3), X13 = (4, 5, 3), X14 = (5, 5, 3),

Mỗi mẫu được biểu diễn bởi đặc trưng 1, đặc trưng 2 và nhãn lớp. Ta xây dựng một tổ hợp bộ phân lớp bằng kỹ thuật bagging như sau:

Khi tạo bộ phân lớp thứ nhất, bằng cách lấy mẫu, ta tạo ra tập huấn luyện cho bộ phân lớp này : D1 = {X2, X4, X5, X8, X9, X12, X13, X14}

Khi tạo bộ phân lớp thứ hai, bằng cách lấy mẫu, ta tạo ra tập huấn luyện cho bộ phân lớp này : D2 = { X2, X4, X5, X8, X9, X10, X11}

Khi tạo bộ phân lớp thứ ba, bằng cách lấy mẫu, ta tạo ra tập huấn luyện cho bộ phân lớp này : D3 = { X1, X3, X8, X9, X12, X13, X14}

Khi tạo bộ phân lớp thứ tư, bằng cách lấy mẫu, ta tạo ra tập huấn luyện cho bộ phân lớp này : D4 = { X1, X3, X8, X9, X10, X11}

Khi tạo bộ phân lớp thứ năm, bằng cách lấy mẫu, ta tạo ra tập huấn luyện cho bộ phân lớp này : D5 = { X1, X3, X6, X7, X12, X13 , X14}

Khi tạo bộ phân lớp thứ sáu, bằng cách lấy mẫu, ta tạo ra tập huấn luyện cho bộ phân lớp này : D6 = { X1, X3, X6, X7, X10, X11}

Các bộ phân lớp thành phần đều là bộ phân lớp 1-lân cận gần nhất.

Xét mẫu thử (3.5, 2.8). Bộ phân lớp tổ hợp sẽ quyết định mẫu thử thuộc lớp nào ?  
**→ Chương 9**

1. **(1 điểm)**
2. Nêu những điểm khác biệt giữa hai phương pháp tổ hợp bộ phân lớp: bagging và boosting (*0.5 điểm*).
3. Nêu hai yếu tố ngẫu nhiên được đưa vào giải thuật tổ hợp phân lớp RandomForest (*0.5 điểm*).  
   **→ Chương 9**
4. **(0.5 điểm)** Nêu hai cách tiếp cận chính để giải quyết vấn đề mất cân bằng dữ liệu (imbalanced data) trong bài toán phân lớp.  
   **→ Chương 9**
5. (**0.5 điểm**) Trong bài toán phát hiện xâm nhập mạng (intrusion detection), nếu dùng phương pháp dựa vào gom cụm (clustering-based) thay vì phương pháp dựa vào phân lớp (classification-based), thì hệ thống sẽ có được những lợi điểm gì?  
   **→ Chương 6 + Chương 9**

1. **(2.25 điểm) → Chương 12**
2. Nêu công dụng chính của kiến trúc nhiều tầng trong mạng nơ ron học sâu.

(*0.25 điểm*)

1. Trong lãnh vực mạng nơ ron học sâu, *mô hình sinh* (generative model) và *mô hình phân biệt* (discriminative model) khác biệt nhau như thế nào? (*0.5 điểm*)
2. Nêu tên hai giải thuật dùng trong hai giai đoạn của quá trình huấn luyện mạng Deep Belief Network; một giai đoạn là học không giám sát và một giai đoạn là học có giám sát. (*0.5 điểm*)
3. Giải thích công dụng của tầng tích chập (convolution) và tầng gộp (pooling) trong mạng nơ ron tích chập. (*0.5 điểm*)
4. Mô tả cách huấn luyện mạng nơ ron LSTM để dự báo dữ liệu chuỗi thời gian. (*0.5 điểm*)

→ **a.b.c.d (Trùng với câu 8 đề** [**Fin\_201.pdf\_HKI\_(2020-2021)**](https://docs.google.com/document/d/1O30YVMcYqIh3FvXyK30TFXqQB4cgPsMO/edit#heading=h.k859l5ku3md)**)**